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Figure 1: Light field retargeting for automultiscopic 3D displays. Just like cameras, all automultiscopic 3D displays exhibit a limited
depth of field that blurs virtual objects extruding from the physical display enclosure (top right). Using a perceptually-driven optimization
framework, we retarget an input light field (left column) compressing the depth of the scene (center column) in such a way that the perceived
3D appearance is preserved but we also retain sharp details of the observed images (bottom right).

Introduction 3D content and display technology is now widely
available. However, available displays range from large-screen cin-
ematic projection systems to hand-held devices and from screens
supporting glasses-free 3D modes to glasses-bound systems. Coun-
terintuitively, the produced content is usually only generated
for a single display configuration, making labor-intense, manual
post-processing of the data necessary. Recently, several content
remapping techniques for stereo content have been proposed (see
e.g. [Lang et al. 2010]). We present a perceptually-driven opti-
mization framework for automatic light field remapping, specially
designed for automultiscopic displays. It takes into account both
the limitations of the target display as well as those of a human
observer, and poses the problem as a non-linear least squares op-
timization. Our model includes depth of field limitations and the
contrast sensitivity function, as well as sensitivities to binocular dis-
parity and motion parallax in the perception of depth. Additionally,
the model can be adapted for more common stereo remapping.

Disparity Remapping Glasses-free automultiscopic displays
share the vergence-accommodation mismatch of stereoscopic dis-
plays. Their main limitation, however, is the reduced depth of field
(similar to cameras with large apertures) [Wetzstein et al. 2012];
hence, 3D objects extruding from the physical display enclosure ap-
pear blurred (see Fig. 1, top right). To preserve the 3D appearance
of the scene but also sharp image details (Fig. 1, bottom right), our
objective function includes a term that accounts for the perceived
blur using a model for contrast sensitivity [Mantiuk et al. 2011].

The most important depth cues provided by automultiscopic dis-
plays not supported by conventional 2D displays are binocular dis-
parity and motion parallax. Our function includes two terms which
aim at preserving the original depthmap. These terms are based on
published perceptual findings, and take into account our ability to
discriminate depth from these two cues. Sensitivity to both cues de-
pends on the spatial frequency of the signal, and thus a muti-scale
pyramid decomposition is needed. For binocular disparity our func-
tion incorporates threshold detection and discrimination data from
Didyk et al. [2011]. For motion parallax, detection thresholds come
from experiments by Bradshaw and colleagues [2006].

Our objective function has the following form, which we optimize

for per-pixel depth d:
argmin

d
(µDOF ‖ωCSF (ρS (Lorig)− ρS (φb (Lorig, d)))‖22

+ µBD ‖ωBD (ρL (φυ (Dorig))− ρL (φυ (d)))‖22
+ µMP ‖ωMP (ρL (φυ (Dorig))− ρL (φυ (d)))‖22) (1)

where µDOF , µBD and µMP are the weights given to each of the
terms. φb (L, d) models the blurring of the original luminance im-
age Lorig in a depth-dependent manner, and Dorig represents the
original depthmap, converted into vergence values with operator
φυ (·). The multi-scale decompositions into frequency levels are
given by ρS (·) and ρL (·). Finally, ωCSF , ωBD and ωMP are the
weights accounting for sensitivity to the different aspects involved,
explained above. For further details on our objective function and
explanatory figures, please refer to the supplementary material.

Discussion As opposed to previous disparity remapping ap-
proaches, which focused on stereo displays, our framework auto-
matically retargets an input light field for a given automultiscopic
display. Our model is the first to take into account both the specific
limitations of such displays, as well as the characteristics of the hu-
man visual system. As shown in the supplementary material, it can
easily be adapted for stereo content as well.
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